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Abstract
Remarkable advances in biomedical research have led to the generation of large amounts of data. Using artificial
intelligence, it has become possible to extract meaningful information from large volumes of data, in a shorter frame of time,
with very less human interference. In effect, convolutional neural networks (a deep learning method) have been taught to
recognize pathological lesions from images. Diabetes has high morbidity, with millions of people who need to be screened
for diabetic retinopathy (DR). Deep neural networks offer a great advantage of screening for DR from retinal images, in
improved identification of DR lesions and risk factors for diseases, with high accuracy and reliability. This review aims to
compare the current evidences on various deep learning models for diagnosis of diabetic retinopathy (DR).

Introduction

Proliferative diabetic retinopathy and diabetic macular
edema are the two retinal sight threatening complications of
diabetes. Screening and timely treatment of these compli-
cations have been shown to reduce blindness [1] due to
these complications in the countries where these services
are well established such as the United Kingdom. In Eng-
land and Wales, patients with diabetes diagnosed by their
General Practitioners are registered in a diabetes register
and diabetic retinopathy screening services invite each
patient for annual screening of the retina under mydriasis
using standard cameras [2]. The images are graded sys-
tematically by trained trainers and images may be arbitrated
if required. The re-call and referral pathways are also well-

defined with minimal standards set for each severity grade
of diabetic retinopathy.

Attempts to replicate these systematic diabetic retino-
pathy screening programs in low and middle income
countries have not been successful. There are several
challenges faced by these countries. First and foremost, the
absolute numbers of people with diabetes and undiagnosed
diabetes are significantly higher than in the United King-
dom. As an example, only about 4 million people with
diabetes need to be screened annually for sight
threatening complications in the United Kingdom. In con-
trast, there are over 70 million people with diabetes in
India alone and an equal numbers of pre-diabetic or
undiagnosed diabetes [3]. The primary care infrastructures
of most low and medium income countries are in their
infancy. Standard retinal cameras are too costly, electronic
patient records are non-existent to develop a diabetes reg-
ister and most importantly, there is significant shortage of
trained personnel to capture the retinal images and grade
them and to treat them. From the Asia-Pacific perspective, it
is currently neither practical nor economical to have trained
health care providers screen all 231 million (153 million
and 78 million from Western Pacific and Southeast Asia,
respectively) [4].

Therefore, there is an unmet and urgent need to develop
bespoke clinical and cost-effective screening and treatment
pathways that can cover at least the majority of the popu-
lation with diabetes.
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Deep learning (DL) is a new Artificial Intelligence (AI)
machine learning technique, and its use in the medical field
has generated much interest over the last few years. DL
mimics an infant’s brain, which is like a sponge and learns
through training. This technique can also be potentially used
to detect diseases, as it can identify and classify data, image
or a sound [5]. AI-chatbots with speech recognition cap-
ability have been explored to identify patterns in patient
symptoms to form a potential diagnosis [6]. Researchers are
using DL to train algorithms to recognize cancerous tissue
comparable to trained physicians [7]. Likewise, the images
from a fundus camera, microscope or radiography are being
classified by DL and compared with the trained physician.
Recently, DL has also been used to identify risk factors
associated with cardiovascular diseases (e.g., blood pres-
sure, smoking and body mass index) from retinal photo-
graphs [8].

Over the past 2 years, there are many evidences on the
use of DL algorithms to identify diabetic retinopathy (DR)
either a binary model or multi-classifier models. This review
aims to compare the current evidences on various DL
models for diagnosis of DR.

Overview of deep learning methods

DL algorithm is considered as a fourth industrial revolution.
It is based on learning features from the data. It processes
large amount of data and extracts meaningful patterns from
them [9]. In deep neuronal learning, the convolutional
neural networks (CNNs) learn to perform their tasks
through repetition and self-correction. A CNN algorithm
teaches itself by analysing a labeled training set of expert-
graded images and provides a diagnostic output [10]. If the
network’s diagnosis is wrong, the algorithm adjusts its
parameters suitably to decrease the error. The network
repeats the process for every image, until the system’s
output agrees with that of the human expert graders. Once
the algorithm optimizes itself, it is ready to work on
unknown images. Deep neural networks can detect subtle
changes, patterns or abnormalities that may be possibly at
times be overlooked by human experts [11].

The DL architecture found to be most suitable for ima-
ging data is that of the CNNs [12]. Such networks contain
special type of layers that apply a mathematical filtering
operation known as convolution, making the individual
neuron process data only for its receptive subfield. As the
input image is processed with successive convolutional
layers of the network, the filters in the process get stacked
together creating progressively more descriptive feature
detectors. During training, these individual detectors are
then adjusted to detect those specific image features that are

required to solve a particular image recognition task.
Trained with large annotated datasets, these CNNs allowed
computers to start recognizing visual patterns [13].

The entire approach in DL in DR does not involve
judgment of individual retinal lesions and the feature
extraction process is entirely automatic. The core analysis
engine of most of the AI software used for retinopathy
detection contains DR analysis algorithms—those for image
enhancement, interest region identification, descriptor
computation and screening classification in conjunction
with an ensemble of deep neural networks for classification
tasks such as image quality detection, diabetic retinopathy
severity classification and detection of diabetic macular
edema (DMO). Referable DR (RDR) is the main parameter
identified by most AI algorithms and is defined as the
presence of (i) moderate non-proliferative DR (NPDR) or
higher and/or (ii) CSMO. Sight threatening DR (STDR) is
defined by the presence of severe NPDR, proliferative DR
(PDR) and/ or DMO [14].

Deep learning algorithms in DR: current
evidences

Different statistical measures are available to quantify the
performance of the model. The performance is measured
by: sensitivity, which measures how many positive samples
were correctly identified and, specificity, which measures
the proportion of correctly identified negative samples. The
graphical plot of a receiver operating characteristic (ROC)
curve is used to find a trade-off between them. Receiver
operating characteristic curves make use of the fact that
many methods of labeling the image (grading) generate
probabilities of assigning an input data sample to each
possible output label. By changing the probability threshold
for a decision, the proportion between the positive and
negative label outputs change and, in this way, either the
sensitivity or specificity of the model increases. In order to
measure the overall performance of the algorithm, inde-
pendent of a specific threshold and application, the area
under the ROC curve (AUC) is used. The value of AUC lies
between 0.5, which corresponds to a random guess, and 1.0,
which shows 100% of specificity and sensitivity. All the
current evidences in DL use these measures to evaluate the
performance.

One of the earliest studies [15, 16] on automatic detec-
tion of DR from color fundus photographs was by
Abramoff et al. in 2008 [17]. It was a retrospective analysis
done with non-mydriatic images from EyeCheck DR
screening project. They were able to detect RDR with 84%
sensitivity and 64% specificity. In 2013, Abramoff et al.
[18] published the results of sensitivity and specificity of the
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Iowa Detection Program (IDP) to detect RDR and found a
high sensitivity of 96.8% and specificity of 59.4%. The area
under the AUC was 0.937.

In 2015, Solanki et al. [19] used their EyeArt AI software
with Messidor2 dataset. EyeArt screening sensitivity for
RDR was 93.8%, the specificity was 72.2% and the AUC
was 0.94. In their next study, they evaluated an automated
estimation of microaneurysm (MA) turnover, a potential
biomarker for risk of progression of DR the tool identified
new and disappeared microaneurysms with 100%
sensitivity.

Since 2012, a large number of commercially available
software were developed by many companies for the
automated detection of DR, known as automated retinal
image analysis systems (ARIAS). Tufail et al. [20] con-
ducted a study in 2013 and published in 2017 to evaluate
these systems. Retinal images analysed by three automated
retinal image analysis systems namely iGradingM (UK),
Retmarker (Portugal) and EyeArt (USA) were compared to
standard manual grading of DR by human graders/oph-
thalmologists. EyeArt and Retmarker have higher sensitiv-
ity for RDR than human graders.

Abramoff et al. [21] in 2016 showed in their study that
the integration of CNN to an existing DR detection algo-
rithm resulted in improved detection of RDR by minimising
the number of false positives. Using the Messidor-2 data
set, a sensitivity of 96.8%, and a specificity of 87% for RDR
was obtained in their study. The specificity improved from
59.4 to 87% when compared with their previous study in
2013. This hybrid screening algorithm, known as the IDx-
DR became the first commercially available AI device to get
US Food Drug Administration (FDA) approval for DR
screening in April 2018. The IDx-DR is able to detect RDR
(more than mild [mtm] DR) with a sensitivity of 87.4% and
a specificity of 89.5%.

In 2016, Gulshan et al. [22] reported the results of the
Google DL DR validation study. The algorithm was trained
using 128,175 macula-centered retinal images obtained
from EyePACS in the United States and retinal images from
eye hospitals in India. In the break-through major validation
study of Google algorithm for DRdetection, Gulshan et al.
reported a high sensitivity and specificity for RDR (sensi-
tivity of 97.5% and specificity of 93.4% in the EYEPACS-1
and 96.1% sensitivity and 93.9% specificity for Messidor-2
set).

A study by Gargeya et al. [23] with another DL algo-
rithm to detect all stages of DR, showed a sensitivity of
94% and a specificity of 98% for RDR, with an AUC of
0.97 with EyePACS. External validation was done on the
MESSIDOR-2 and E-Ophtha datasets in this study. Their
study focused on identification of mild NPDR and not just
RDR.

The most recent major study that reported on validation
of DL was by Ting et al. [24] in Singapore. Their study
included multiple retinal images taken with conventional
fundus cameras from multiethnic cohorts of people with
diabetes and their algorithm showed a high sensitivity and
specificity for identifying DR and other eye diseases such as
age-related macular degeneration and glaucoma. The sen-
sitivity and specificity for RDR was 90.5% and 91.6%,
respectively and for STDR, the sensitivity was 100% and
the specificity was 91.1% in their study.

Another breakthrough was the study from India that used
EyeArtTM, the AI software on Remidio Fundus on Phone
(FOP) mydriatic smartphone-based retinal images and
showed 95.8% sensitivity and 80.2% specificity for detec-
tion of any DR, and 99.1% sensitivity and 80.4% specificity
in detecting STDR [25]. The sensitivity and specificity for
RDR was 99.3% and 68.8%, respectively.

There are many other algorithms like automated retinal
image analysis systems which are suitable for automated
detection support for both retinal photography and optical
coherence tomography (OCT). Pegasus, a retinal AI plat-
form developed by Visulytix (London, UK), supports
comprehensive image analysis with both fundus imaging
and OCT of the macula. It screens for glaucoma and age-
related macular degeneration simultaneously while provid-
ing the severity of DR with a referral commendation. It
identifies specific pathological retinal lesions and hence also
allows the user to open the AI black box.

Assessing ground truth in studies

Within the last few years, there has been an exponential
growth in the number of studies published on automated
methods, especially DL for DR classification. It is also
becoming clear that different studies have implemented
substantially different approaches in determining the refer-
ence standard (“ground truth”) that was used to measure and
report the performance of their algorithms. The methodol-
ogy and the quality of the reference standard can have a
significant impact on the performance of the algorithms and
this makes it challenging to compare different algorithms
based on the performances published in these studies.

The classification of an image between one of the five
DR grades involves evaluation of subtle lesions on retinal
images. Additionally, these retinal images may vary in
quality resolution, color, among other characteristics based
on the camera used to acquire and software used to visualize
the image. This makes DR grading a challenging and sub-
jective process resulting in significant intergrader varia-
bility, as has been demonstrated by several studies [26–29].
Studies generally have multiple graders that read the same
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image and come up with a method to resolve the dis-
agreement between the grades. One method includes
assigning a senior grader as an arbitrator to resolve the
disagreement among grades from other graders. A study
[20] comparing different automated DR image assessment
software, used a modified version of this technique to
resolve any disagreement between human grades and
automated software grades to come up with a reference
standard. Another approach is to come up with a consensus
grading outcome as the final reference standard grade. In
this approach, the image is sequentially assigned to indi-
vidual graders until a certain number (usually three) of
consistent grading outcomes are achieved. A study [30]
evaluating the feasibility of AI-based DR screening algo-
rithm at endocrinology outpatient services used this
approach. Another approach as employed by Gulshan et al.
[22] is a simple majority decision where the reference
standard grade is considered to be the one with which a
plurality of graders agree from a group of 3 or more inde-
pendent graders. Another method, usually known as
“adjudication”, is where a group of 3 or more graders first
grade each image independently and then discuss all dis-
agreements until they are resolved. Krause et al. [31]
examined the variability in different methods of grading,
definition of reference standards and their effects on
building DL models for detection of diabetic eye disease. In
their study, the adjudication process resulting in a consensus
grade from multiple retina specialists provided a more rig-
orous and less noisy reference standard for DL algorithm
development, which also led to superior algorithm perfor-
mance. Their study shows an improvement in the algorithm
AUC to 0.986 from 0.930 for predicting mild or worse DR
when using adjudication as the reference standard compared
to majority decision while increasing image resolution. The
study also yielded other insights about the discussion pre-
cision above the level typically used in everyday clinical
practice. Other reference standard definition methods such
as arbitration, consensus and majority grade don’t officially
include a step where individual graders get to discuss the
rationale for their initial grade. This may be an important
step for graders to ensure there is a consistent understanding
of the grading guidelines between them and can help
resolve disagreement.

The study by Krause et al. [31] also recognized that,
although precise, the adjudication process is time consum-
ing, costly and may not be a very practical approach for
grading thousands if not millions of images for training the
DL algorithms. They demonstrated a more pragmatic
approach of adjudicating a small subset (0.22% in their
cases) of the image grades used for development to make a
“tuning” set, which, combined with existing clinical grades
for the training set, significantly improved model

performance without the need for adjudicating the entire
training set.

Development dataset size its implications

For DL algorithm development, the dataset is usually
divided into a train set, a tune set and a validation (or test)
set. The train set is used for training the model parameters
and the tune is used for determining algorithm hyperpara-
meters and other model optimization choices. Finally, the
validation set is used for measuring the final model per-
formance. A general and traditional rule of thumb that DL
scientists have used for a dataset on the order of 10,000
images or less is to split up the dataset as 70/20/10 percent
(train/tune/validation). With datasets sizes getting much
bigger recently (millions of images in some cases), it might
be an acceptable approach to have a much smaller split for
the tune and validation set and assign the majority of the
cohort to the train set. However, it is still critical to have
reasonably sized tune and validation sets with appropriate
representation of each of the output classes being con-
sidered since the performance of the algorithm will be
measured against those sets. As discussed in the previous
section, the quality and precision of reference standard for
the tune and validation sets may be critical for achieving
algorithm performance improvements.

The overall size of the dataset required for training DL
algorithm is dependent on various factors, including but not
limited to one’s desired output, performance target, and
variability of the input data and the labels. Starting with a
general example, suppose the goal of the algorithm is to
classify images into two categories: images with dogs and
images with cats, then in such an example, the dataset
required to achieve an acceptable performance might be
much smaller than one needed to train an algorithm for a
more difficult task, e.g., classifying images into different
breeds of dogs. To extrapolate this to DR, an algorithm that
only classifies images into RDR and non-referable for DR
might require fewer training images than one classifying
image into a five-point International Classification of Dia-
betic Retinopathy (ICDR) grades. In addition, if any of the
desired output categories has a low prevalence in the
development dataset, the algorithm might need more images
for that category in order to perform well. For example,
proliferative DR (PDR) has a low prevalence in the general
diabetic population, and some of its manifestations could be
very rare, so more PDR images might need to be supplied in
the training dataset.

The desired performance for the algorithm also plays a
critical role in determining the size of the dataset. It is
important to set these performance targets based on how the
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algorithm is expected to be used. For DR, this could be
determined by the target user: eye care providers or primary
care providers. It could also be influenced by where the
algorithm is expected to be used (low resource settings or
high resource settings), if it would be used for screening or
diagnostics, and if the algorithm is expected to be used as a
primary read device or an assistive tool.

Finally, the variability in development data could also
lead to significant changes in the dataset size required for
acceptable performance. In the case of fundus images,
variability may be caused by usage of fundus cameras of
different manufacturers, different models of the same
manufacturer, and different image acquisition technique
(field of view, field location, flash intensity, image resolu-
tion, camera operator etc.). Variability in the grades or
labels for these images is also important to consider. If one
is using existing clinical grades that come with the images,
variability may come from the grading rubric that was used
to grade those images. Even if different clinical sites grade
use standard grading rubrics, there are often differences in
how different they grade images because some may be
grading for screening and others for diagnosis, treatment or
management as their primary goal may be to have an effect
on the overall DR grade. Having such insights about one’s
dataset helps in determining such variability. To compen-
sate, dataset size may be increased, or potentially a smaller
subset of images may be adjudicated for a high quality
reference standard, which may help balance out some of the
noise in the labels of the train set as discussed by Krause
et al. [31].

Image quality and deep learning

For DR screening, a basic requirement is to be able to
acquire an image of the patient’s retina that shows the
macula and optic disc with sufficient image resolution,
contrast and fidelity. Retinal cameras have been used by
ophthalmologists for decades to image, diagnose, and
document retinal pathologies. The retinal camera technol-
ogy has made several advancements over the last few
decades with improvements including but not limited to
better image resolution, non-mydriatic imaging, comfort
usability for patient and operator, extent of the retina that
can be visualized and reducing the cost of the device. There
are even several smartphone camera attachments now
available that demonstrate the feasibility of performing
retinal imaging while compromising on field of view and
image quality. Expansion of screening programs to remote
and rural areas can benefit from such devices since they are
usually inexpensive and portable. However, most of these
devices require dilation to capture images of sufficient
quality [32]. These devices are usually hand-held that can

make patient alignment, fixation and focus more challen-
ging compared with more traditional fundus cameras. The
latter have internal and external fixation aids along with a
chin rest and head rest to stabilize the patient for easier
image acquisition. It is to be noted that some smartphone-
based retinal cameras [25, 33] offer a much smaller field of
view (~20°) compared to a 45° field offered by traditional
desktop cameras. One of the smartphone based retinal
camera devices has made an effort to overcome some of
these limitations and has proposed a Fundus on Phone
(FOP) device that fits right onto a slit lamp stand, providing
the stability to the operator and patient. A study published
comparing FOP to a traditional desktop based fundus
camera showed that FOP had reasonable sensitivity and
specificity in detecting DR of varying severity [34]. How-
ever, they also acknowledged in this single hospital study
that the quality of the images of FOP system was not as
good as that obtained from the conventional desktop cam-
era. Several handheld non-mydriatic cameras (non-smart-
phone based) have also been available for retinal imaging.
They also offer a relatively less expensive method of cap-
turing fundus images compared to traditional non-mydriatic
cameras and also offer similar field of view (40°–45°)
without requiring dilation. These cameras do however still
have the limitation of handheld operation resulting in
instability for operator and patient, as mentioned earlier. A
study [35] to validate one of these handheld cameras for DR
concluded that such devices might be adequate for DR
screening in primary care centers and mobile units; how-
ever, there is room for improvement in terms of image
quality, ease of operation and patient comfort. Traditional
desktop fundus cameras do address many of the limitations
of the smartphone-based and handheld cameras, however
they do have a larger footprint, making portability a chal-
lenge and can be cost prohibitive depending on where the
care is being provided.

The Early Treatment Diabetic Retinopathy Study
(ETDRS) group introduced stereoscopic color fundus pho-
tography in seven standard fields as the gold standard for
the detection and classification of DR. It can be very time-
consuming to capture a set of seven-field ETDRS images on
traditional fundus cameras that require pupil dilation and a
skilled operator. To address this, an ultrawide-field imaging
device that can visualize the peripheral retina in a single
capture without dilation, has been shown [36] to improve
diagnosis and classification of DR.

For DL algorithms that can automatically classify fundus
images for DR for screening purposes, the quality of images
being input is key. Many of these DL algorithms are now
trained on several thousands to even millions of images, and
owing to a rich mix of images in this training data they are
able to accept some noise, artefacts and misalignments.
However, most algorithms also specify the minimum
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requirements in terms of image quality that will be accep-
table for providing a diagnosis. One approach to convey
image quality assessment is an image quality score (very
commonly used in optical coherence tomography images,
known as signal strength) and the second one may be to call
an image of insufficient or sufficient quality for diagnosis
by an algorithm similar to how it is done by IDx-DR [37]. It
is important for groups that are setting up DR screening
programs and plan to use automated DR classification
methods to recognize that even though some cameras may
offer inexpensive ways of capturing fundus images, if the
rejection or ungradable rate for these images is too high, it
could impact the success of the program. For all images that
are deemed ungradable by the algorithm, it is prudent to
recommend the patient to be seen by an eye-specialist since
a referral/non-referral recommendation could not be made.
If the rate of these ungradable images is high because of the
quality of the retinal camera being used, the program may
result in too many false positive referrals, leading to higher
patient care costs, not to mention the frustration for the
operator and patient if image retakes are needed.

Presence and absence of the disease and
staging of the disease

The standardized diabetic retinopathy classification schemes
enable a multidisciplinary approach where different medical
specialists, including retina specialists, general ophthal-
mologists, optometrists, internists, endocrinologists, and
family care physicians use the same language for giving an
optimal care to the patient.

The AI systems have used binary information like pre-
sence or absence of DR [25, 38], and RDR or non-referable
cases [17, 25] or multiple staging like the international
clinical diabetic retinopathy disease severity scale for DR
(ICDR) [14] and early treatment diabetic retinopathy study
(ETDRS) [39] to classify the disease. For screening, both
classifications have their own value. The five-point grading
also provides information about urgency of referral rather

than just RDR/no-referral. When the multiple staging is
used, it is important to see that the sample size are calcu-
lated to power for individual stages, particularly the STDR.

Is there an effect of race/ethnicity or fundus
pigmentation?

The density of the background pigmentation of the fundus
oculi is different for different races. Some fundi are lightly
pigmented often called “blonde” fundus and some are
heavily pigmented called slate gray appearing fundus, both
still within the range of normality. Although the lesions of
DR are same across all races, the background color may
make them simple or difficult to provide a confirmed
diagnosis. Many of the AI algorithms have used Kaggle/
Messidor/Eyepacs images for training them. Figure 1 shows
public datasets used % in the development and validation of
deep learning algorithms. These datasets are not repre-
sentative of different races, thus the performance of the
algorithm may differ across different races depending on
pigmentation.

Ting et al. [24] reported the development and perfor-
mance of their algorithm in multi-ethnic population and
with different fundus camera. The DL system showed
consistent results in darker fundus pigmentation in African
American and Indian individuals to lighter fundus in white
individuals.

Performances of deep learning algorithms for
diabetic retinopathy

In DL, the performance of a model can be evaluated based
on its prediction accuracy on separate test data samples
which were not present in the training dataset. If the per-
formance of a model is good on the training dataset but poor
on the test dataset, the model has learned very specific
patterns and is referred to as “overfitted” to the training
data. A well-fitted model performs accurately on the train-
ing data and the test data. Table 1 compares various studies
on DL for DR based on fundus photograph. Figure 2 shows
the automated AI DR report of a normal retina (1 A) and for
RDR/ STDR (IB)

The iDx-DR device combines an AI- and cloud-based
algorithm with retinal fundus camera. Retinal images of
sufficient quality are differentiated into negative (=non-
referable= no or mild DR) or positive, indicative of a
condition of more than mild DR resulting in the referral to
an ophthalmologist (RDR) by the algorithm. The FDA
approval was granted on the basis of a study of 900 patients
with diabetes at ten primary care sites. The algorithm has
correct identification of RDR in 87.4% of the individuals
and a correct negative result in 89.5% [37]. However, the
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detection algorithm was trained on DR in untreated eye
images, previous laser, pharmacological treatment or sur-
gery were excluded. Moreover, those with manifest disease
such as, severe NPDR or PDR were excluded. The FDA
had set a mandatory level of accuracy as the primary end-
point for this trial with a sensitivity of more than 85% and a
specificity of more than 82.5%. As it is intended to be a
screening device, the FDA had chosen a higher sensitivity.

In other reported DR screening algorithms, the sensitivity
varied from 87 to 97%, and the specificity from 59 to 98%
(Table 1). So a majority of the available AI methods would
be capable of being used for DR screening according to the
requested FDA endpoints, and most of them seem to be
performing better and faster than clinicians. Figure 3 shows
the scatter-plot depicting the studies which meet the FDA

cut-offs. However, a direct comparison of different algo-
rithms is difficult because of significant differences in
grading rubric, grader experience, image quality and most
importantly reference standard.

Gulshan et al. [22] reported the diagnostic grading/sta-
ging on their two datasets (8788 images and 1745 images).
For “moderate or worse DR only” the sensitivity was 90 and
87%, respectively, and the specificity was 98% in both
datasets; for “severe or worse DR only” the sensitivity was
84 and 88% and specificity 99 and 98%; for “DMO only”
the sensitivity was 91 and 90% and the specificity 98 and
99%, respectively. The performance was optimised by
training on 60,000 images, and a further increase did not
increase the performance of the algorithm. Thus with a large
dataset, the algorithm could perform well on disease stages

Fig. 2 Sample report of AI-based DR detection using EyeArt

Fig. 3 Scatter plot showing sensitivity and specificity of various studies with cut-off point suggested for IDx algorithm
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as well. Likewise, Ting et al. [24] also confirmed using
almost half a million images with a sensitivity and speci-
ficity for RDR versus sight-threatening diabetic only
(excluding moderate DR) of 91%/92% versus 100%/91%.

Rather than taking clinical grades for DR, Takahashi
et al. [40] focused on diagnostic grading/staging by using
the ground truth of actual interventions (laser, injections,
surgery, nothing) performed after an image was taken. They
included 4709 images and categorical visual acuity changes
(improved, stable, worsened) for training and tested the
algorithm on 496 cases, reaching an accuracy of 96% in the
prediction of interventions compared with three retina spe-
cialists who reached an accuracy of 92–93%. However, the
false-negative rate – when the grade was “not requiring
treatment” but treatment was actually needed – was 12%.
The false positive rate – when the grade was “requiring
treatment in the current visit” but treatment was actually not
needed– was 65%. These high false positive rates can
increase the patient load, thus limiting its utility.

Thus, AI-based DR screening algorithms have reached or
may even outperform the level of accuracy of clinical experts.

Limitations and further advancements

Although the AI-based models have achieved high accuracy
in diagnosis of DR, the current challenge is the clinical
validation and real time deployment of these models in
clinical practice. Most of the studies used training sets from
homogenous population of a region or a publicly available
dataset [21, 24, 41]. Diversifying the dataset, in terms of
ethnicities, and camera to capture the images will address
this challenge to some extents [42].

Data access and big data sharing are most important in
DL as the neural networks are intrinsically “data hungry”.
The public availability of ImageNet in 2009 catalyzed AI
and is still the base of retina-based image analyses [43].
Open access to scientific data including retinal images is an
important area in the global research agenda. However, the
medical data is fundamentally and legally different, thus
posing a challenge for “open access”.

Also, the questions on privacy protection are particularly
sensitive in retinal imaging as anonymization is not com-
pletely achievable owing to the individual nature of the
retinal vasculature which provides a fingerprint-like indi-
vidual feature. Thus, it is not possible to completely anon-
ymize any medical images (magnetic resonance imaging of
the brain or ophthalmic images). Thus, it is now referred to
“de-identification” or “de-personalization” of medical
images

Also, the training and tuning datasets are often subjected
to many variables such as field of view, magnification,
image quality and artefacts. The most important aspect for

accuracy and universality of an algorithm is the quality of
ground truth. The more accurate and robust the ground truth
is, better and more universal would be the algorithm. More
evidence on methods of getting high quality ground-truth
labels are required.

Almost all current systems of DL for DR are based on
cross-sectional data. These algorithms cannot handle the
time factor, such as the disease incidence and progression.
Only few studies of AI for DR have demonstrated the power
calculation, which is important for the independent dataset.
Pre-determining the required operating threshold on training
set should be calculated using the prevalence, type 1, type 2
errors, precision and confidence intervals at the least.

The other challenge, “elephant in the room” is the black-
box phenomenon. In DL, it is challenging to understand
how exactly a neural network reaches a particular decision,
or to identify which exact features it utilizes. How can the
results of AI-based algorithms be properly understood by
clinicians and researchers? How can we ensure the relia-
bility of algorithms, if we cannot understand how they
operate? Potential solutions to this problem are multi-step
algorithms that first detect certain clinically known features
(using DL) and then predict or classify based on these
features [44]. Researchers have been attempting to generate
heat maps highlighting the regions of influence on the
image which contributed to the algorithm conclusion [45,
46]. However, such maps are often challenging and difficult
to interpret [47]. Sometimes, it may highlight an area, with
no visible disease [35, 48]. A recent study [49] demon-
strated how assistance (including heat maps) from a deep
learning algorithm can improve accuracy of DR diagnosis
and prevent underdiagnoses improving sensitivity with little
to no loss of specificity.

The AI-DR screening systems have been developed and
validated using 2-dimensional images and lack stereoscopic
aspects, thus making identification of elevated lesion like
retinal traction and vitreous traction challenging. Using the
information from multimodal imaging in future AI-
algorithms may potentially address this challenge. In addi-
tion, the medico-legal aspects and the regulatory approvals
are different in various countries and settings, which also
need to be addressed before its use in real clinical settings.

One of the most important challenges to the clinical
adoption of AI-based technology is to understand how the
patients perceive to entrust clinical care to machines. Keel
et al. [30] studied the patient acceptability of AI based
screening model in an endocrinology outpatient setting and
reported that 96% of participants were satisfied or very
satisfied with the automated screening model. If the AI
systems gain widespread use, we will start identifying more
people who need treatment. The health authorities have to
plan for this anticipated increase in the volume of referrals
in their health system. Finally, it is important to point out
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that most AI-based applications in medicine are still in the
translational stage and have not yet demonstrated their
benefit in clinical trials.

Role of deep learning and DR screening and
its future

Advances in mobile hardware for DL have enabled iPhone
and Android smartphones to run AI diabetic retinopathy
algorithm offline for medical imaging diagnostic support.
Medios AI software for DR detection works offline on the
iPhone and produces instant pdf reports highlighting the
lesions (heatmaps). AI has been promising in classifying two-
dimensional photographs of retinal diseases and relies on
databases of annotated images. Recent novel DL architecture
applied to three-dimensional optical coherence tomography
(OCT) scans has shown makes excellent appropriate referral
recommendation [50]. DL analysis of OCT scans for mor-
phological variations in the scan, detection of intraretinal fluid
or subretinal fluid, neovascularisation have started gaining
great interest recently [51]. Research on AI assisted auto-
mated OCT analysis to assess OCT biomarkers to predict
outcomes of treatment such as intravitreal injections for var-
ious retinal disorders is on-going.

The AI devices provides a screening decision without
requiring an ophthalmologist to interpret the retinal images,
hence can be used by physicians who may not normally be
involved in eye care. The integration of AI into healthcare,
would be expected to radically change clinical practice with
more people getting screened for retinopathy. With the
exponential increase in the prevalence of diabetes, AI can
ease the pressure on the healthcare system, particularly in
India and in other lower and middle income countries with
large number of people with diabetes to be screened for
retinopathy with limited resources. AI based software in
ophthalmology provide an easier and more convenient
option for the people to detect the disease at an early stage at
the physician clinic and hence the patient satisfaction levels
could be better. Automated DR screening methods can make
the screening process more efficient, cost-effective, repro-
ducible, and accessible. A multicentre study in India
(SMART India) will evaluate the clinical and cost-
effectiveness of automated DR screening in India. The
study is funded by the Global Challenge Research Fund
from the United Kingdom Research and Innovations (UKRI)
with the aim of translating the results globally.

Conclusion

Automated analysis with integration of AI in DR detection
can be safely implemented and appears to be a promising

solution for screening large number of people with diabetes
globally. DL has shown impressive results of high sensi-
tivity and specificity in automated image analysis of fundus
photographs. Artificial intelligence would act as an aux-
iliary part and a useful assistant in DR screening and pro-
vide diagnostic support and cannot replace the role of
ophthalmologists in clinical diagnosis and management.
Future development of AI technology will generate medical
advances, and the physicians and ophthalmologists would
need to learn how to utilize the technical advances with
care. Robust diagnostic AI-based technology to automate
DR screening would help increase referral of people with
STDR and other retinal diseases to the ophthalmologist /
retina specialist for further management and hence would
aid in reducing visual impairment.

The ultimate approach and goal of the future to save
healthcare resources and possibly be to incorporate AI into
a retinal imaging device fundus cameras that can be used in
various locations such as pharmacy, optical shop, etc to
screen all people with diabetes.
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